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Abstract
The early and effective diagnosis of Alzheimer’s disease (AD) and mild cognitive 
impairment (MCI) has received increasing attention in recent years. However, cur-
rently available deep learning methods often ignore the contextual spatial informa-
tion contained in structural MRI images used for early diagnosis and classification 
of Alzheimer’s disease. This may lead us to miss important structural details by fail-
ing to adequately capture the potential connections between each slice and its neigh-
boring slices. This lack of contextual information may cause the accuracy of the 
network model to suffer, which in turn affects its generalization ability and applica-
tion in real-life scenarios. To explore deeper the connection between spatial context 
slices, this research is designed to develop a new network model to effectively detect 
or predict AD by digging into the deeper spatial contextual structural information. 
In this paper, we design a spatial context network based on 3D convolutional neural 
network to learn the multi-level structural features of brain MRI images for AD clas-
sification. The experimental results show that the model has good stability, accuracy 
and generalization ability. Our experimental method had a classification accuracy of 
92.6% in the AD/CN comparison, 74.9% in the AD/MCI comparison, and 76.3% in 
the MCI/CN comparison. In addition, this paper demonstrates the effectiveness of 
the proposed network model through ablation experiments.
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1  Introduction

Alzheimer’s disease is a neurodegenerative disease, and the cause of the disease 
is still not clear, and there is no effective treatment for AD so far [1]. It affects 
brain cells and can lead to memory loss, reduced thinking ability, and eventually 
loss of self-care [2, 3]. According to the 2021 World Alzheimer’s Disease Report, 
more than 55 million people worldwide currently have Alzheimer’s disease, and 
it is predicted to reach 78 million by 2030. In China, there are currently about 
10 million people with AD, and one in 20 seniors has AD. It is expected that 
by 2050, China will have more than 40 million people with AD, which is more 
than the total population of Canada. Current medical research indicates that AD 
is irreversible and can only be treated to improve symptoms and control the pro-
gression of the disease. If AD can be accurately diagnosed and intervened at an 
early stage, this will result in a significant improvement in the quality of life of 
AD patients. Therefore, an early and accurate analysis of AD prediction is neces-
sary [4]. Early diagnosis of AD remains challenging, and convolutional neural 
networks(CNN) [5],which do not require manual feature extraction, can increase 
efficiency even further and have been very successful in early diagnosis [6–15].

Currently, neuroimaging has been widely used as an important biomarker for 
AD diagnosis. Magnetic resonance imaging (MRI) is a non-invasive, low-cost 
imaging technique that can clearly display the three-dimensional anatomy of the 
human brain and has been widely studied. However, magnetic resonance imaging 
is often disturbed by random noise, so denoising in magnetic resonance imag-
ing is an indispensable process [16]. Methods for diagnosing AD by MRI images 
can be broadly divided into two categories, including methods based on two-
dimensional views and methods based on three-dimensional attempts.  In most 
studies based on two-dimensional views, methods mostly select two-dimensional 
slices from each subject and classify these coronal, sagittal or horizontal brain 
images as a whole. Jain et  al. [17]  used the most informative set of 2D slices 
and classified medical images by transfer learning and achieved 95.73% of the 
results . Khuzaie et al. [18] used 2D slices as input to a convolutional neural net 
and trained the AlzNet convolutional neural network structure using 2D slices, 
achieving a 99.3% correct rate.

Many 3D view-based methods also work well for classifying AD. Zhang et al. 
[19] proposed a densely connected convolutional neural network with a con-
nected intelligent attention mechanism for learning multi-level features of brain 
MR images for AD classification. The convolutional operation is extended to 3D 
to capture the spatial information of MRI. The features extracted from each 3D 
convolutional layer were combined with features from all previous layers with 
different attention, and the study showed significant experimental results . Hu 
et al. [20] proposed a VGG-TSwinformer model based on Convolutional Neural 
Network (CNN) and Transformer for short-term longitudinal study of MCI. Com-
parative results are obtained on the ADNI dataset . Liu et  al. [21] developed a 
new method based on 3D deep convolutional neural networks to accurately dis-
tinguish mild Alzheimer’s disease dementia from mildly cognitively impaired 
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and cognitively normal individuals using structural MRI. The experiment yielded 
good results and the model can also be used to predict progression.

Vaithinathan  et al. designed a new magnetic resonance T1-weighted texture 
extraction technique for Alzheimer’s disease classification for early AD diagnosis, 
starting from the texture of the brain, and achieved good classification results [22]. 
In addition to this, the literature combines 2D images and 3D images to perform 
studies on the early diagnostic classification of AD [23, 24]. Bi et al. [25] designed 
two deep learning methods for functional brain network classification. The convo-
lutional learning method learns deep region connectivity features and the recursive 
learning method learns deep adjacency location features, in addition, an Extreme 
Learning Machine (ELM) enhancement structure was implemented to further 
improve the learning capability, and the results show that the proposed method pro-
vides satisfactory learning capability in AD detection applications. Oh et  al. [26] 
used unsupervised learning based on convolutional autoencoders (CAE) to solve 
AD and NC classification tasks and supervised transfer learning to solve pMCI and 
sMCI classification tasks . In addition, there is the application of autoencoders in 
combination with long- and short-term memory networks to resting-state functional 
magnetic resonance imaging for the early diagnosis of Alzheimer’s disease [27].

The papers mentioned above all achieve relatively superior performance in 
terms of algorithm and performance. However, 3D structural magnetic resonance 
imaging (SMRI) carries information that is not limited to surface features; it also 
hides higher-order and richer spatial structural information. In Alzheimer’s disease 
research, atrophy of localized brain regions is of great concern, and thus only a few 
regions show significant structural changes in SMRI scans, which are highly cor-
related with pathological features. Nevertheless, currently available deep learning 
methods tend to ignore the underlying contextual spatial information contained in 
structural MRI images used for early diagnosis and classification of Alzheimer’s 
disease. Traditional three-dimensional convolutional neural networks (3D CNNs) 
tend to focus only on local feature extraction. This may lead us to miss important 
structural details by failing to adequately capture the potential connections between 
each slice and its neighboring slices. This lack of spatial context information may 
cause the accuracy of the network model to suffer, which in turn affects its gener-
alization ability and application in real scenarios. To address this problem, we need 
to develop a more comprehensive deep learning model that can better integrate the 
structural features of each slice and simultaneously consider the spatial contextual 
relationships between the slices. In this way, we can enhance the model’s under-
standing of the correlations between different brain regions and between different 
slices while maintaining high accuracy. This will help improve the accuracy of early 
diagnosis and classification of Alzheimer’s disease.

To address the previously mentioned problems, this study employs an innovative 
approach to construct a spatial context-associative convolutional neural network for 
capturing strong spatial correlations between slices in 3D brain images. This net-
work model was specifically designed for early Alzheimer’s disease detection and 
classification tasks, while incorporating a 3D convolutional neural network for Alz-
heimer’s disease classification. The main contributions of this paper are reflected in 
the following aspects: First, we propose and design a novel network structure called 
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Spatial Contextual Network (SCN), which aims to mine the higher-order spatially 
correlated structural information latent in 3D structural magnetic resonance imag-
ing (SMRI). With SCN, we were able to more fully utilize the spatial relationships 
between slices and significantly improve the classification accuracy. The results of 
ablation experiments further validate the significant role of SCN in model perfor-
mance enhancement. Second, we propose a new approach that goes beyond the use 
of a single feature and combines the original features with the mined spatial context-
related features. This combination allows the model to better capture overall spa-
tial structural information and thus diagnose Alzheimer’s disease more accurately. 
Finally, in this paper, we construct an innovative deep learning experimental frame-
work that fuses a 3D convolutional neural network with a spatial context-depend-
ent network specifically for the task of early Alzheimer’s disease classification. 
By combining these two networks, we expect to further improve the performance 
of the classification model and provide more accurate and reliable support for the 
early diagnosis of Alzheimer’s disease. In summary, this study brings new ideas and 
approaches to the early detection and classification task of Alzheimer’s disease by 
introducing spatial context-associative convolutional neural networks and an innova-
tive feature combination approach. We believe that this research is of great signifi-
cance in promoting the development of the medical image analysis field.

2 � Data sets and pre‑processing

The data used in this paper are from the Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI) database [28]. ADNI is a longitudinal multi-center research to develop 
clinical, imaging, genetic and biochemical biomarkers for the early detection and 
follow-up of AD. Since its launch more than a decade ago, this landmark public-
private partnership has made significant contributions to AD research, enabling the 
sharing of data between researchers around the world. In this work, more than 1,000 
participants collected, validated and used MRI and PET images, genetics, cognitive 
tests, cerebrospinal fluid and blood biometrics as predictors of AD [29]. There are 
currently four types of ADNI databases, of which ADNI 1 sets uniform standards for 
obtaining longitudinal, multi-locus MRI and PET data in AD, MCI and elderly con-
trol patients, ADNI GO defines and describes the AD spectrum stage prior to MCI 
by recruiting 200 EMCIs, ADNI 2 performs longitudinal clinical, cognitive, MRI, 
and PET (18F-Florbetapir and FDG) and blood and cerebrospinal fluid biomarker 
studies in 550 newly enrolled subjects and continued these studies for 5 years in 
approximately 700 subjects in ADNI1 and ADNI GO,ADNI3 achieved prediction of 
cognitive decline by correlating results with standard clinical measures and pathol-
ogy and validating baseline and longitudinally obtained biomarker measures.

2.1 � Data set source and situation

The data used in this study were obtained from the ADNI database of 416 subjects. 
The main tags set when acquiring the data are data modality as MRI, image type as 
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3D, data type as Original and T1 weighting term, respectively. The subjects were 
more evenly split between men and women and were between 50 and 90 years old. 
The dataset contains neuroimages assigned with three labels: control (CN) indicates 
no impairment; mild cognitive impairment (MCI) and Alzheimer’s disease (AD). 
Table 1 shows the approximate status of all data

2.2 � Data pre‑processing

The original MRI images contain non-brain structures, such as skulls, which 
increase the computational effort and thus affect the experimental results. Data pre-
processing is used for skull stripping, removing noise and artifacts from the data to 
better highlight the texture of the image and improve the quality of the image for 
feature extraction. Since the precise separation rate of each neural image is slightly 
different in the ADNI library, the data were segmented and aligned from the SMRI 
using the VBM method in order to reduce anatomical differences between individu-
als [30]. The dataset in this paper uses Cat12, an extended toolkit for Spm12, to first 
remove non-brain tissue and segment the data into gray matter (GM), white matter 
(WM), and cerebrospinal fluid. After acquiring the gray matter data, the smoothing 
operation is performed using the smoothing module in SPM12 with FMWH=4 mm, 
and the final output image size is 121×145×121. The processed 3DMRI image is 
shown in Fig. 1.

Table 1   Basic information of 
experimental data

Group Number of 
people

Age Gender(Male/
Female)

AD 104 75.5±7.5 50/54
MCI 208 76.0±6.8 97/107
CN 204 76.4±6.5 58/46

Fig. 1   The processed 3DMRI image
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3 � Methods and experiments

Due to the limited number of data sets, this experiment uses the double cross-val-
idation method to get the final experimental results, first, in the case of ensuring 
that the data are not leaked, the data are divided into 10 equal parts, and one part 
is taken out as the test set and the other 9 parts are taken as the training set, then 
the training set is divided into the training set and the validation set according to 
the ratio of 8:2 and trained using the fivefold cross-validation, after this opera-
tion once, the experimental results are obtained once. As a result, the data in the 
training set will get five models after the fivefold cross-validation method, and 
then the data in the test set will be put into the five models for prediction, and the 
average value will be calculated to get the final test set results. Through the above 
steps, the experimental results of the test set are averaged again after 10 times of 
testing with non-repeated test data sets, and the final accuracy is obtained. This 
experimental method perfectly solves the problems of small data sets and easy 
over-fitting and improves the generalization ability of the model.

3.1 � 3D convolutional neural network

The convolutional neural network proposed by LeCun et al. [31] is very effective 
in processing two-dimensional flat images, and the constructed network is also 
able to automatically extract information such as color and texture shape of the 
image . The three-dimensional convolution used in this study adds one dimension 
over the two-dimensional convolution. It is worth noting that the dimension is 
not the channel dimension, but the spatial dimension of the sliding convolution 
kernel. The basic definition, principle and working equations of 3D Convolution 
are very similar to those of 2D Convolution, except that an extra depth dimension 
is added to the computational equations of 2D Convolution. The formula of 3D 
convolution is shown in Eq. 1.

where the 3D data of the input M are x ∗ y ∗ z, w,h,d are denoted as iterators, K is 
a convolution kernel of dimension n1 ∗ n2 ∗ n3 and a,b,c are denoted as iterators, 
denotes the output of the first level when l = 1 and the output of the last level when 
l = L , yl−1 means the output of the previous layer, and m is the bias amount. The cell 
output of each convolutional layer is calculated as shown in Eq. 2.

This work incorporates a 3D convolutional neural network, which is designed to 
compress and extract the image information of the brain by first extracting the learn-
ing features through 3D convolution, and the 3D convolutional neural network can 
effectively analyze the overall structure of the brain without easily losing the Region 

(1)Ml(w, h, d) =
∑

a

∑

b

∑

c

Ka,b,cy
l−1

(w+a)(h+b)(d+c) + m

(2)ylw,h,d = f (Ml
w,h,d)
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of interest(ROI). Moreover, it can well capture the spatial contextual structural fea-
ture information of the data and highlight the spatial attributes, which can effec-
tively improve the accuracy and precision of disease classification. Therefore, this 
study designs a 3D CNN-SCN model to correlate the original MRI spatial contex-
tual structural information features with the extracted spatial contextual structural 
information features for classification.

3.2 � Spatial contextual association network

This experiment focuses on applying the spatial up-down structural properties mined 
from 3D SMRI images, combined with the correlation features between spatial up-
down slices in the image on slices, so a spatial context network is designed and built. 
The network combines a 3D convolutional neural network, where the original 3D 
image is first extracted by the 3D convolutional neural network to learn the original 
features and compress the neural image, and then fed into a spatial context network, 
which combines the previously extracted spatial features with the spatial features of 
the original input image of each patient, and finally connects a fully-connected layer 
to convert the multi-dimensional output into a single probability between 0 and 1 

Fig. 2   This is the flowchart of spatial context network structure based on 3D CNN, firstly the preproc-
essed image will go through 3D convolution and pooling to get the first extracted features, which is used 
to reduce the feature dimensions, reduce the computation amount, and keep the important spatial infor-
mation. Then the first extracted features will be sent into SCN as original features after flatten operation, 
in SCN, we will apply 1D convolution operation to the first extracted features to extract features in a 
targeted way to capture higher order spatial context information. These features are interactively fused to 
interact with the original features to obtain richer information. Finally, the obtained fused features are put 
into a classifier for classification
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and output the final prediction. The structure of the network is shown in Fig. 2. The 
entire network is divided into two learning stages. The first stage extracts spatial 
features by 3D CNN, and the second stage mines more potential connections in spa-
tial context by linking the original features with the extracted features by SCN. The 
first stage includes SMRI data pre-processing to extract spatial features. The second 
stage includes combining and classifying the original features and the extracted fea-
tures using SCN network.

Spatial contextual association network is a neural network for processing 3D data 
tensor, which is able to capture more changes between structural spatial up and down 
slices compared to general neural networks. For example, the information contained 
in the upper and lower structures of the hippocampal region of the brain in 3D MRI 
brain images, the hippocampal structure of patients with different degrees of disease 
will change differently, and the spatial upper and lower domain association network 
will be able to capture these detailed changes and use the captured feature informa-
tion as a basis for classification.

The specific structure of the spatial upper and lower domain association network 
is shown in Fig. 3, where sigmoid denotes the use of sigmoid activation function and 
tanh denotes the use of tanh activation function.

Firstly 3D CNN extracts features, which is local and contextual image informa-
tion, by independently performing feature extraction on each voxel of the image. 
The CNN convolutional neural network used in our study consists of five layers 
and uses 2 ∗ 2 ∗ 2 convolutional kernels for feature extraction. The small convo-
lutional kernels enable efficient density inference, which allows capturing more 
detailed features of spatial structure information. In addition, the small convolu-
tion kernel increases the nonlinear fitting ability and reduces the network param-
eters and computation. In this study, the original baseline 5 ∗ 5 ∗ 5 convolution is 
replaced by a 2 ∗ 2 ∗ 2 convolution, which reduces the network parameters and 
computation by 94%. In the 3D convolution process, we use only one-element 

Fig. 3   Flowchart of the spatial context network. This diagram is used to illustrate the specific calculation 
process of the spatial context network, accurately explaining the calculation order of each formula
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steps, because larger steps may miss closely connected spatial structural infor-
mation features. The density of the spatial up-and-down structural information 
extracted by the network is ensured by using small convolution kernels and one-
dimensional step operations.

The spatial context network combines the feature encoding of 3D CNN with the 
original features through the input gate, and generates new hidden features C∗(x) 
using the input data I(x) and the extracted features H(x − 1) from the previous layer. 
The formula for calculating the input gate is shown in Eq. 3. It is important to note 
that WC represents the C(x) weights and UC represents the parameters of C(x).

The input gate uses the spatially explicit feature data extracted from the previous 
layer and the current original spatial feature data to generate new feature data and 
determine which features are more valuable and should be retained.

Similar to the input gate, the discard gate uses the spatially explicit feature data 
that has been extracted from the previous layer and the current original spatial fea-
ture data, and calculates whether the features from the previous layer have some 
value. The formula for the discard gate is shown in Eq. 4. It is important to note that 
WD represents the D(x) weights and UD represents the parameters of D(x).

The new features obtained can be expressed as shown in Eq. 5 where C(x − 1) is the 
output hidden feature of the previous layer, where r is the hyperparameter.C∗(x) is 
calculated as shown in Eq. 3.

Finally there is an output gate, which determines the final output by hiding the fea-
ture state. The formulas are shown in Eqs. 6, 7 where H(x − 1) is the output feature 
of the previous layer. It is important to note that WO represents the O(x) weights and 
UO represents the parameters of O(x) and b is the bias amount.

4 � Experimental results and comparison

Four commonly used performance metrics were used in this experiment, namely 
area under curve, accuracy, sensitivity, and specificity. The calculation formula is 
shown in Eqs. 8, 9, 10 where TP indicates true positive, FP indicates false positive, 
TN indicates true negative, and FN indicates false negative. Population standard 
deviation (PSD) is used to measure the dispersion or volatility of experimental data.

(3)(b)C∗(x) = tanh(WCI(x) + UCH(x − 1))

(4)D(x) = sigmoid(WDI(x) + UDH(x − 1))

(5)C(x) = D(x)C(x − 1) + rC∗(x)

(6)O(x) = sigmoid
(

WOI(x) + UOH(x − 1) + b
)

(7)H(x) = O(x) ∗ tanh (C(x))
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Table 2 shows the results and average results of the 10 test set experiments for AD/
CN. Table 3 shows the results and average results of the 10-test set experiments for 
AD/MCI. Table 4 shows the results and average results of the 10-test set experiment 
for MCI/CN. The accuracy rate was 92.6% in AD patients versus healthy controls, 

(8)ACC =
TP+TN

TP+FN+TN+FP

(9)SEN =
TP

TP+FN

(10)SPE =
TN

TN+FP

Table 2   Overall experimental 
data and average results of AD/
CN test set

BATCH AUC​ ACC​ SEN SPE

1 0.9692 0.9130 1.0000 0.8461
2 0.8615 0.7826 0.6154 1.0000
3 0.9206 0.9130 0.7778 1.0000
4 0.9848 0.9565 0.9091 1.0000
5 0.8824 0.9130 0.6667 1.0000
6 0.9230 0.9565 0.9231 1.0000
7 1.0000 1.0000 1.0000 1.0000
8 0.9762 0.9565 1.0000 0.8889
9 0.9848 0.9565 1.0000 0.9091
10 0.9242 0.9130 1.0000 0.8333
Mean 0.9427 0.9261 0.8892 0.9477
PSD 0.0451 0.0571 0.1414 0.0669

Table 3   Overall experimental 
data and average results of the 
AD/MCI test set

BATCH AUC​ ACC​ SEN SPE

1 0.6955 0.6875 0.5909 0.9000
2 0.6250 0.7188 0.8000 0.5833
3 0.6857 0.8438 0.9200 0.5714
4 0.8136 0.8438 0.9091 0.7000
5 0.8000 0.7188 0.6800 0.8571
6 0.6389 0.6563 0.5000 0.8571
7 0.7421 0.7500 0.7222 0.7857
8 0.7969 0.8438 0.8750 0.7450
9 0.8178 0.8125 0.9474 0.6154
10 0.7576 0.6563 0.4762 1.0000
Mean 0.7373 0.7532 0.7421 0.7615
PSD 0.0685 0.0732 0.1671 0.1343
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74.9% in AD patients versus MCI patients, and 76.3% in MCI patients versus 
healthy controls.

To demonstrate the effectiveness of joining the spatial upper and lower domain 
correlation network, the corresponding ablation experiments are done in this paper. 
The parameters of the 3D convolutional neural network used in this ablation experi-
ment remain unchanged, and a small convolutional kernel of 2 ∗ 2 ∗ 2 is also used 
to extract features, and a one-dimensional step size is used, while the final accuracy 
is also derived according to the operation of the double cross-validation method. 
Table  5 shows the experimental results and the average results of 10 test sets of 
the comparison experiment AD/CN. Table  6 shows the experimental results and 
average results of the 10 test sets of the comparison experiment AD/MCI. Table 7 
shows the experimental results and average results of 10 test sets of the comparison 

Table 4   Overall experimental 
data and average results of MCI/
CN test set

BATCH AUC​ ACC​ SEN SPE

1 0.8583 0.7813 0.6842 0.9231
2 0.6812 0.7188 0.6956 0.7778
3 0.8229 0.8438 0.8333 0.8750
4 0.8874 0.9063 0.9524 0.8182
5 0.6270 0.6563 0.7222 0.5714
6 0.7292 0.7500 0.9000 0.5000
7 0.8261 0.7500 0.6522 1.0000
8 0.7273 0.7500 0.7619 0.7273
9 0.6927 0.7813 0.8750 0.5000
10 0.7662 0.6875 0.5238 1.0000
Mean 0.7618 0.7625 0.7601 0.7693
PSD 0.0804 0.0688 0.1241 0.1816

Table 5   Overall experimental 
data and average results of the 
AD/CN test set (comparison 
experiments)

BATCH AUC​ ACC​ SEN SPE

1 1.0000 1.0000 1.0000 1.0000
2 0.7154 0.7391 0.6154 0.9000
3 0.8968 0.8261 0.8889 0.7857
4 0.9242 0.9565 0.9091 1.0000
5 0.8529 0.8696 0.6667 0.9412
6 0.9077 0.8696 0.8461 0.9000
7 0.9750 0.9565 0.9333 1.0000
8 0.9286 0.8696 0.9286 0.7778
9 1.0000 1.0000 1.0000 1.0000
10 0.8258 0.8696 0.9091 0.8333
Mean 0.9026 0.8957 0.8697 0.9138
PSD 0.0830 0.0783 0.1230 0.0850
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experiment MCI/CN. The accuracy rate was 89.6% in AD patients versus healthy 
controls, 70.6% in AD patients versus MCI patients, and 71.9% in MCI patients ver-
sus healthy controls.

From the overall comparative experiments, it is obvious that most of the single 
experimental indexes have been improved among the ten experiments, and the aver-
age results show that the accuracy of all three types of tasks has increased by 3%−
4.4%. The results of multiple experiments show that the performance of the spa-
tial upper and lower domain correlation network is very obvious for the network 
architecture of this experiment, which can make the model more stable and further 
improve the accuracy. The results show that the performance of the spatial context 
network is significantly improved for the network architecture of this experiment, 
which makes the model more stable and further improves the accuracy.

Table 6   Overall experimental 
data and average results for the 
AD/MCI test set (comparison 
experiments)

BATCH AUC​ ACC​ SEN SPE

1 0.6455 0.5938 0.4091 1.0000
2 0.7208 0.8125 0.9500 0.5833
3 0.7086 0.5938 0.4800 1.0000
4 0.7909 0.7188 0.6364 0.9000
5 0.7143 0.7500 0.7600 0.7143
6 0.6111 0.5938 0.3333 0.9286
7 0.7460 0.7500 0.7222 0.7857
8 0.8594 0.7813 0.7500 0.8750
9 0.7247 0.6878 0.4737 1.0000
10 0.8658 0.7813 0.6667 1.0000
Mean 0.7387 0.7063 0.6181 0.8787
PSD 0.0778 0.0805 0.1805 0.1359

Table 7   Overall experimental 
data and average results of 
MCI/CN test set (comparison 
experiments)

BATCH AUC​ ACC​ SEN SPE

1 0.7206 0.6875 0.4737 1.0000
2 0.6522 0.6250 0.5217 0.8889
3 0.8802 0.7500 0.6667 1.0000
4 0.8225 0.6875 0.5238 1.0000
5 0.7341 0.7500 0.6667 0.8571
6 0.7667 0.7500 0.7500 0.7500
7 0.7343 0.7500 0.6522 1.0000
8 0.7100 0.7500 0.7619 0.7273
9 0.7500 0.6875 0.6250 0.8750
10 0.6883 0.7500 0.8095 0.6364
Mean 0.7459 0.7188 0.6451 0.8735
PSD 0.0622 0.0419 0.1060 0.1321
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In order to deeply evaluate the effectiveness of spatial context networks (SCNs) in 
the early detection and classification of Alzheimer’s disease, we conducted a series 
of ablation experiments, with a special focus on the performance of SCNs compared 
to traditional 2D convolutional neural networks (2D CNNs). These ablation experi-
ments aim to reveal the contribution of SCNs in improving model performance from 
a spatial context perspective. In the ablation experiments, we first implemented a 
2D CNN-based model as a control group. The model accepts 2D slices as input, 
undergoes operations such as convolution and pooling for feature extraction, and 
then connects fully connected layers for classification. We compare the 2D CNN 
model with the full model that introduces SCN to evaluate the effectiveness of SCN 
in terms of whether it is able to extract spatial context information between slices. 
The experimental results are shown in Table 8.

In addition, to prove the effectiveness of spatial contextual association networks, 
a comparison is made with the results of other papers, including these papers in 
addition to those mentioned above [32–41]. The comparison results are shown in 
Table 9 and Fig. 4.

From Table  9, it can be seen that the spatial context network proposed in this 
study has some improvement in performance compared with other methods, which 
proves that the spatial context network can further improve the classification accu-
racy and stability.

This research adopts the experimental method of double cross-validation, which 
solves the problem of insufficient sample size and makes the use of data more effi-
cient. Through a large number of experiments to ensure the reliability of the results 
and greatly achieve the reduction of chance, this study divides the data into ten parts 
and obtains ten models by training under the exclusion of data leakage, and sends 
the ten test sets into the corresponding training models to obtain the experimental 
results, and finally averages the experimental results to obtain the final experimental 
results.

In our cross-validation experiments, we embed the dropout layer into the archi-
tecture of the deep learning model, which is based on the principle of randomly 
deactivating a portion of neurons, i.e., setting their outputs to zero, during the train-
ing process of the model. This randomization helps to reduce the strong dependen-
cies between neurons, and thus reduces the risk of overfitting the model to a particu-
lar training sample. By introducing a dropout layer, the model is forced to consider 
combinations of multiple submodels during training, which enhances its generaliza-
tion ability and allows it to better fit unknown data. Multiple training and testing 
are performed through the cross-validation method. The results show that after the 
introduction of the dropout layer, the performance of the model on different data 

Table 8   SCN and traditional 2D 
convolutional neural network 
(2D CNN) ablation experiment

Task 2D slice CNN Ours

AD/CN 0.8750 0.9261
AD/MCI 0.6722 0.7532
MCI/CN 0.6802 0.7625
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Table 9   Comparison of experimental results of this thesis with other papers (comparison experiments)

References Years Experimental method ACC​ Task

Vaithinathan et al. [22] 2019 KNN 0.8739 AD/CN
Oh et al. [26] 2019 3D CNN+Transfer learning 0.8600 AD/CN
Xuet al. [32] 2018 SVM 0.8565 AD/CN
Wegmayr et al. [33] 2018 Deep 3D CNN 0.8600 AD/CN
Jie et al. [35] 2020 Wck-CNN 0.8800 AD/CN
Mofrad et al. [36] 2019 DT 0.8600 AD/CN
B et al. [37] 2020 CERF+SVM 0.8620 AD/CN
Gao et al. [41] 2022 CBAM 0.8830 AD/CN
Manhua et al. [38] 2020 3D DenseNet 0.8890 AD/CN
Ours 2022 CNN-SCN 0.9260 AD/CN
Wegmayr et al. [33] 2018 Deep 3D CNN 0.7200 AD/MCI
Aderghal et al. [39] 2017 2D Slice CNN 0.6328 AD/MCI
Aderghal et al. [40] 2018 ROI-based+transfer learning 0.7250 AD/MCI
Ours 2022 CNN-SCN 0.7490 AD/MCI
Wegmayr et al. [33] 2018 Deep 3D CNN 0.6700 MCI/CN
Manhua et al. [38] 2020 3D DenseNet 0.7620 MCI/CN
Aderghal et al. [39] 2017 ROI-based 0.6561 MCI/CN
Aderghal et al. [40] 2018 ROI-based+Transfer learning 0.7250 MCI/CN
Ours 2022 CNN-SCN 0.7630 MCI/CN

Fig. 4   Comparison of experimental results of this thesis with other papers (comparison experiments)
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subsets of cross-validation is more stable, and the generalization error is effectively 
controlled. This implies that the dropout layer suppresses the overfitting phenom-
enon to a certain extent and improves the generalization ability of the model, so that 
it can still maintain a better performance on unseen data.

Overall, in this study we introduced spatial context networks (SCN) as an innova-
tive core methodology designed to address the challenges in 3D brain image analysis 
and apply it to the task of early detection and classification of Alzheimer’s disease. 
The introduction of SCN has multiple novelties, which bring significant enhance-
ment to the scientific value and practical application contributions of this study. 
First, SCN introduces a context-aware feature extraction method by emphasizing 
the spatial contextual relationships between slices. Compared with the traditional 
3D convolutional neural network, SCN is able to better capture the higher-order 
structural information in 3D images, which enhances the feature representation. 
Secondly, SCN introduces a feature interaction fusion mechanism, which fuses the 
original features extracted by 3D CNN and the context-aware features extracted by 
SCN with each other. It brings new ideas for solving the early diagnosis problem 
and makes the model better in capturing the correlations and details in the image. In 
addition, we successfully apply SCN to the early detection and classification task of 
Alzheimer’s disease, which is another novel attempt in this field. By combining SCN 
with 3D convolutional neural networks, we constructed an innovative experimental 
framework that effectively improves the performance and accuracy of the model in 
Alzheimer’s disease classification. All in all, this study demonstrates unique inno-
vativeness at multiple levels, including the introduction of spatial context networks, 
feature extraction and interaction, and application domain selection.

Although our method achieves relatively good results in classification. How-
ever, the present study still has the following limitations: This study only classifies 
and diagnoses from structural magnetic resonance imaging data. In fact, there are 
other data modalities containing spatial attributes that can also be used as informa-
tion supplements, such as positron emission computed tomography (PET). In future 
work, we will use data from multiple modalities to conduct the study.

5 � Conclusion

In this paper, we propose a deep learning-based spatial upper and lower domain 
association network combined with 3D convolutional neural network for the clas-
sification of early Alzheimer’s disease, and demonstrate the classification effect 
based on ADNI dataset. From the results, the network increased the accuracy over 
the 3D CNN method by 3% on AD/CN, 4.3% on AD/MCI, and 4.4% on CN/MCI. 
The network improved the accuracy over the 2D slice method by 5.1% on AD/CN, 
8.1% on AD/MCI, and 8.2% on CN/MCI. The accuracy of our method was 92.6% 
in AD patients versus healthy controls, 74.9% in AD patients versus MCI patients, 
and 76.3% in MCI patients versus healthy controls. A large number of experiments 
have demonstrated that spatial context networks can effectively improve the clas-
sification accuracy, which indicates that spatial context networks can well mine the 
information of structural features above and below the space, and the network has 
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better results for the cases that need to go for spatial structure contextual association 
features. In the future, the application of deep learning methods in disease diagnosis 
is worth investigating.
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